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A B S T R A C T

We classify the interactions of planetary obstacles with an upstream stellar wind. The investigation of each type
of interaction is made using a three dimensional simulation code based on the hybrid modeling of the
interplanetary plasma (the AIKEF code). The aim is to fill up the parameter space of magnetospheric interactions.
In this work, we focus on highly resistive obstacles, non-magnetized but possessing an ionosphere. We examine
different ionospheric types by focusing on one parameter: the ionospheric production. Two types of ionospheric
ions are used: H+ and O+, to show the influence of ionospheric ion mass on the interaction region configuration.
The interaction types are classified using an equivalent conductivity of the ionosphere. The resulting induced
magnetospheric interactions are described using the currents flowing throughout the interaction region. The
essence of the interaction region structure is summarized into three-dimensional diagrams of the current
distribution. The results show three main stages of development. The first is a lunar-type interaction with raising
asymmetries. The second is depicted by the presence of a growing induced magnetopause and an interaction
region which asymmetry depends on the mass of the ionospheric ions. The last stage is a fully developed induced
magnetosphere, or Venus-like interaction, with a symmetric magnetosphere.

1. Introduction

Unmagnetized obstacles in the Solar System interact with the Solar
wind in different manners. Inert and ionosphere-less obstacles (e.g., the
Earth moon) generate a wake on the nightside of the interaction region
(Whang, 1968). Ionosphere-rich obstacles (e.g., Venus) drag the solar
wind and may trigger an induced magnetosphere balancing the solar
wind pressure (Bauer et al., 1977; and references therein]. Studies of
the solar wind - or any magnetized plasma - directly impinging an
ionospheric-rich obstacle were done with Venus, Mars, comets, and
several outer moons as Titan and Dione. In such a type of interaction, an
induced magnetic field is generated by the encounter of the inter-
planetary magnetic field (IMF) and the ionosphere, which acts as a
super-conducting shell encompassing the planet (Baumjohann et al.,
2010). The term induced magnetic field here does not refer to a
temporal variation of the IMF (see e.g. Jia et al. (2015)), it refers to a
steady state field resulting from various processes. Various ionospheric

mechanisms can generate the conditions necessary to trigger an
induced field. The pick-up process (e.g. Phillips et al., 1987) consists
of a transfer of momentum between the ionosphere and the impinging
Solar Wind. It is also named “mass loading” and is the main effect
discussed in this study. Collisions play a major role in solar wind
interactions physics when the solar wind pressure is high enough to
push the ionosphere down to the lower atmosphere. The net effect of
collisions is expressed in the so-called Pedersen conductivity tensor
(Baumjohann and Treumann, 1996).

Although numerous simulations of the interaction of an inflowing
solar wind with planetary ions were performed with dense ionospheres
(Venus-type or Mars-type), or weak sputtering and reflected particles
(Wurz et al., 2007; Lipatov et al., 2012; Davis et al., 2014; Fatemi et al.,
2014), fewer models were performed with different ionization rates.
Such models investigating the effect of the production rate are typical
for comets which, by approaching or moving away from the sun, are
subjected to an extremely variable ion production rate (Cravens et al.,
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1987; Biver et al., 1997, Bagdonat and Motschmann, 2002a;
Motschmann and Kührt, 2006). Variations of ionization rates at
planetary obstacles may have many causes, either the evolution of
the solar system (Kulikov et al., 2007), seasonal effects (Yamauchi
et al., 2015), solar cycles (Russell et al., 2006), or complex mechanisms
requiring dedicated modeling (Marchaudon and Blelly, 2015). The
quantification of the picked up ions is a long-term study implying both
modelings and measurements, aiming to a complete description of the
involved mechanisms (Curry et al., 2015). General implications of the
production rate in ionospheric interactions for non-solar system pro-
duction rate requires extrapolation but are consistent, owing to the
sturdiness of the simulation codes (Johansson et al., 2009; Jarvinen
et al., 2009).

Currents in planetary interactions with an impinging magnetized
plasma are helpful to provide a self-consistent description of the
interaction region. Using the property that currents must close at
steady state, exchange between the different regions of the whole
interaction becomes easy to illustrate (Mauk and Zanetti, 1987; Siscoe
et al., 2000, Siscoe and Siebert, 2006). Complete description of the
current systems of unmagnetized airless body are available in the
literature (Fatemi et al., 2013; Vernisse et al., 2013; Zhang et al., 2014;
Simon, 2015). Currents systems of induced magnetospheres have also
been detailed in the literature (Baumjohann et al., 2010). Currents and
magnetic field distortions associated with picked up ion are particularly
difficult to investigate when multiple species are present in the iono-
sphere, and simulating one species at a time may help resolve part of
that challenge (Jarvinen et al., 2016).

A full coverage of types of interaction between airless unmagnetized
bodies and unmagnetized bodies possessing a developed ionosphere
remains to do. In this paper, we propose a simple description of the
currents in the interaction region of an unmagnetized obstacle with an
upstream solar wind, using various production rates. We perform a
number of hybrid simulation runs (the AIKEF code, see Mueller et al.
(2011)) using H+ and O+ ions for generating the ionosphere, based on
a Chapman model. We vary the ionospheric ion production from zero to
Venus-like production rate between the simulations and summarize the
results in three-dimensional diagram using the major currents flowing
in the interaction region. The main driver of the interaction is the mass
loading, associated with the pick-up current. When the mass loading is
sufficiently high – or the magnetic field induced by the pickup current –
an induced magnetosphere builds up and deviates the particles from the
planetary surface. Ionospheres based on H+ and O+ diverge mostly at
intermediary state, and magnetospheres induced by either ionized
hydrogen or ionized oxygen only differ in size by a small percentage.

2. Model and methodology

2.1. The AIKEF simulation code

The results presented in this paper were produced using AIKEF,
based on the hybrid model. It is based on the curvilinear code by
Bagdonat and Motschmann (2002b). Subsequent development and
details of the simulation code such as the particles merging and splitting
process, or boundary conditions are provided in Mueller et al. (2011).
Hybrid model simulations are based on three major assumptions: the
electrons are considered massless (thus fluid), the displacement current
is neglected, and the medium is quasi-neutral. Applied to Maxwell's
equations, this leads to the general Ohm's law. The ions motions are
individually described by their momentum equation, which consists in
the Lorentz force. More details are available in the numerous studies
which have successfully treated solar system planets such as Mercury
(Mueller et al., 2012; Wang et al., 2010), Venus (Martinecz et al.,
2009), Mars (Boesswetter et al., 2004). AIKEF was also used to model
satellites such as Enceladus (Kriegel et al., 2009, 2011), Tethys (Simon
et al., 2009), Titan (Mueller et al., 2010; Simon et al., 2006), Rhea
(Roussos et al., 2008; Simon et al., 2012), the Moon (Wiehle et al.,

2011; Wang et al., 2011).
The quantities presented in this paper are normalized following

Table 1. All quantities (first and second columns) can be formulated
using the magnetic field, the number density, the particle charge, and
the particle mass. We choose to present the simulation results in
normalized quantities to unify all efforts in a self-consistent, non-
body-specific approach. We provide a normalization table for any a
posteriori comparison (third column of Table 1, with the expressions
pertaining to this paper. An illustration of typical parameters at Earth is
given in the fourth column of Table 1.

The simulation domain geometry is comparable to that of our earlier
study (Vernisse et al., 2013). The upstream plasma flows along the +x-
axis and the IMF is oriented along the −z-axis. The resolution of the
simulation domain obtained for this work is as follow: the box consists
of 400x0, where x0 is the ion inertial length (see Table 1 for definition)
along each axis, divided into 128 blocks. The center of the obstacle is
taken at the origin of the coordinate system, and is situated at the center
of the y and z-axis, and at one third of the x-axis. The radius of the
obstacle is 20x0.

We use a static mesh with two level of refinement. The first level of
refinement is a box extending from −80x0 to +200x0 along the x-axis,
from −70x0 to +70x0 along the y and z axe. The second level of
refinement extends from −60x0 to +200x0 along the x-axis and from
−50x0 to +50x0 along the y and z axe. The resolution of the finest cell
is about 1×0. A particle splitting and merging procedure is implemen-
ted (Mueller et al., 2011) in order to keep a number of 100 particle per
cell in average. We note that the finest resolution is sufficient for a
correct modeling of the dayside structures of the interaction region such
as the bow shock and the plasmapause, which strongly depends on the
numerical dissipation in simulations.

The resistivity of the obstacle has been thoroughly discussed in our
precedent study (Vernisse et al., 2013). The same resistivity profile has
been used in this study. The obstacle is considered as a highly resistive
body, but not a perfect insulator.

2.2. Ionosphere modeling and parameters

We implement a Chapman profile to model an ionosphere at the
surface of the obstacle in our simulations. We do not discuss the
technical part of that model which is already well described in the
literature (Baumjohann and Treumann, 1996). The Chapman profile
can be summarized by its expression, which represents the probability
of generating an ion at a point in the spatial domain:

Table 1
Normalizations formulas used in our simulations. An example with Earth's typical
upstream parameters is provided. The terms mp and e are the mass of the proton and
the elementary charge, respectively. In this paper, B0=BIMF, n0=nsw, q0=qsw, and
m0=msw (with BIMF, nsw, qsw, and msw are the upstream stellar wind magnetic field
magnitude, number density, particle charge, and particle mass, respectively), i.e., the
normalization is made using the upstream stellar wind parameters. The term vA,0 stands
for the Alfvén velocity.

Quantity Variable Normalization Example

Magnetic field B B0 5.0 nT
Number density n n0 5.0 cm−3

Mass mα m0 1.0 mp

Charge qα q0 1.0 e
Time t t0=m0/(q0B0) 2.1 s
Length x x0=(m0/µ0q02n0))1/2 1·102 km
Velocity u u0=x0/t0=B0/(µ0ρ0)1/2=vA,0 48 km/s
Current density j j0=q0 n0 vA,0 3.9 nA/m2

Electric field E E0=vA,0 B0 2.4×10−4 V/m
Resistivity η η0=E0/j0 6.2·103 Ωm
Pressure P P0=B0

2/(2 µ0) 9.9·10−3 nPa
Ion Production rate Q Q0=n0×0

3/t0 2.9·1021 s−1
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where qυ is the photoionization frequency. The shape of the profile
depends on two parameters: H and σ nυ n surf, , which are the scale heigth
of the atmosphere and the density of neutrals at the surface of the
obstacle multiplied by the absorption surface of a neutral. For our
study, we have set H=2x0 and σ nυ n surf, =5x0–1, which corresponds to
scale height of a typical neutral atmosphere, with respect to the size of
our planetary obstacle. The ionosphere profile extends up to two
planetary radius. The parameter changed among the various runs
presented in this study is the total production rate Q which expression
is:

∫Q q dV=
V

υ (2)

The aim of this study is to investigate topological variations
between different ionospheric productions used as input in the iono-
spheric modeling. Our study is centered on super-Alfvénic type of
interaction. The upstream plasma velocity chosen is 8 Alfvén Mach,
which is typical at Earth, Venus and Mars. The plasma beta of the
upstream plasma is βe=0.5 and βi=0.5 at initialization, which is
typical for solar wind condition. The ions inserted in the ionospheric
model are set at β=0 for ions and electrons, which corresponds to
typical ionospheric ions at rest.

The parameters used in the run of the simulations presented in this
paper are given in Table 2. We vary the production rate from 10 to 50
103 Q0, where Q0 is the normalized production rate, detailed in Table 1.
We carry on our study on two species. We generate an ionosphere of
pure ionized hydrogen (H+) and an ionosphere of pure ionized oxygen
(O+). To illustrate the range of production rates from Table 2, one can
compare them to Solar System obstacles’ production rates. At Venus, a
typical production rate is (Martinecz et al., 2009): Q=1.04×1026 s−1,
which with B0=5 nT and n0=5 cm−3 gives Q=36,300 Q0 (normalized
following Table 1). Other values at Venus are given by Jarvinen et al.
(2010), which provides another set of parameters: B0=10 nT,
n0=14 cm−3, Q=4.09×1024 s−1 for the production of O+, and
Q=6.42×1024 s−1 for H+. This corresponds in our table of parameters
to Q=1200 Q0 and Q=1880 Q0, for H+ and O+, respectively. At Mars,
an example of the ionospheric production is furnished by Boesswetter
et al. (2004), with B0=3 nT, n0=4 cm−3, Q=5.37×1025 s−1 for a
production of O+. Once normalized according to Table 1, it corre-
sponds to Q=28,000 Q0. Those values are specific production rates at a
specific time. It is expected to observe a wide range of production
values for those planets, depending on e.g. the solar cycles (Bougher
et al., 1999), or seasonal variations (Yamauchi et al., 2015). The total
ionization frequency of planetary ionospheres has to take into account
the various mechanism occurring in it and remains a challenge (Lillis
et al., 2015). In our model, we simplify as much as possible the

interaction mechanisms occurring. Thus, we only use a total production
factor Q, while the ion loss mechanism is performed by absorption at
the surface of the obstacle, and particle escape at the simulation domain
boundaries. The simulated ionospheres are produced using the total
production rate Q. The production rate density at each point of the
profile q r θ( , )υ (used later in the text) can easily be recovered from the
total production rate. This is done by writing Eq. (1) in separate form.
We define:

A κ σ n I= υ υ n surf0 , ∞ (3)
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Thus, we write q A f r θ= ( , )υ 0 . Integrating over the half-shell where the
ionosphere is generated, i.e. r R Rϵ[ ; 2 ]p p and θ πϵ[0; /2], where θ is the
angle between the subsolar point and the terminator, yields:
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where we define the characteristic volume:
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The characteristic volume is evaluated using parameters introduced
earlier, i.e. H=2x0 and σ nυ n surf, =5x0–1:

V x=453char 0
3 (7)

The production density is retrieved from the expression:

q r θ Q
V

f r θ( , )= ( , )υ
char (8)

2.3. Currents

Describing currents in interplanetary plasma physics is an efficient
manner to attach a deformation of the field to its corresponding
physical process (Mauk and Zanetti, 1987), although one must keep
in mind that the current is merely an indicator of the deformation of the
field (Parker, 1996). The identification of the current system is made
using simulation results. The details of each simulation are provided in
the Supplementary material. In the core of the text, we will focus on
describing the current system inferred from the simulation results and
discuss their topologies. As we focus on unmagnetized, but ionosphere-
rich obstacles, currents related to induced magnetosphere and unmag-
netized obstacles are expected. Currents triggered by the interaction of
the solar wind with an obstacle possessing an intrinsic field such as the
Chapman-Ferraro currents, the Birkeland currents, the ring current, or
storm related currents are not expected to be observed and will not be
discussed in this paper. As we aim at providing a topological description
of the interaction, we provide a short description of the topological
currents encountered in our study:

(1) The telluric current. This current is attached to the conductivity of
the planet and noted jtel. It directly depends on the intrinsic
conductivity of the planetary obstacle. Since we input in our model
a finite conductivity to the obstacle, we expect to observe this
current when no other current erases it.

(2) The pickup current. In the simulation results presented in this
study, no collision is taken into account. Therefore, the only ion
source comes from the production of ions in the ionosphere.
Although they are produced with a zero velocity, they affect the
total momentum. It appears that the effect of the produced ions can
be expressed in the same manner as the collisional term, thus, the
same expression as the Pedersen conductivity tensor can be used to

Table 2
List of the parameters used in the simulations presented in this paper. First column gives
case name. Second column provides the normalized total production rate Q (see Eq. (2)
and Table 1). The third column gives an overall estimation of the normalized dayside
density at stationary state (see Auxiliary material). For every simulation, the upstream
stellar wind is usw=8 vA,0, and the ionospheric ion beta is zero at initialization (see text).

Case Q[Q0] niono [n0] Figure

H+

100Q0| H+ 100 0.01 Fig. 1
10E3Q0| H+ 10.103 1 Fig. 2
50Е3Q0| H+ 50.103 10 Fig. 3

O+

250Q0| H+ 250 0.05 Fig. 5
1E3Q0| H+ 1.103 10 Fig. 6
50E3Q0| H+ 50.103 200 Fig. 7
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express an analogous conductivity for the production rate (see
Neubauer (1998)). Injecting the production rate as a collision
frequency in the Pedersen conductivity gives:

σ r θ
q n

q n
nq
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/

( / ) + Ω
ν

ν i

i

i
2 2

2

(9)

where the terms Ωi, qi, and mi are the ion gyro frequency, charge,
and mass. Later in the text, we present results of the conductivity of
the ionosphere using this reasoning. Even if we describe the
interaction using the pickup current, the deformation of the field,
propagating at the Alfvén velocity, generates the current
(Vasyliunas, 2006). It is important to note that the current linked
to the magnetopause, in the simulation results presented in this
study, is induced by the pickup current, and both currents merge on
the dayside. This makes it hard to distinguish topologically between
those two currents in this region. The induced magnetopause and
the pickup current are parallel in the dayside (along the direction of
the electric field). Discriminating between the currents of the
compressed induced field (magnetopause) and the pickup current
would require a simulation with a significantly higher resolution,
and a dedicated study. This falls out of the scope of this study.

(3) The magnetotail currents. Typical magnetotail currents in induced
magnetosphere have been studied in the literature using measure-
ments at Mars and Venus (Rong et al., 2015). It exhibits a typical
theta-like configuration for fully developed interaction types. Even
if the nightside region is populated with ionospheric ions triggering
local currents, a global current directed along the convective
electric field flows in the equatorial plane. It is clear that the
magnetotail is a place of various dynamic mechanisms. However, in
our simulations the steady conditions of the inflow – even using
constant addition of ionospheric ions – result in a steady magneto-
tail.

3. Results

We introduce the results from our simulations using three-dimen-
sional schematics. The first half of this section is dedicated to the
description of the currents and the interaction region topology for
various production rates of a pristine H+ ionosphere. The second half
describes the currents system of the interaction region for a pristine O+

ionosphere and several production rates.

3.1. Low to high production rates for an H+ ionosphere

The first type of topological interaction, which is encountered when
increasing the production rate in our simulation, is the 100Q0|H+ case,
shown in Fig. 1. We recall that the upstream plasma flows along +x and
the IMF is along −z. The production rate used in that simulation is
Q=100 Q0. Such a production rate results in a dayside density of
niono=0.01 n0 at steady state. Details of the parameters are provided in
Table 2. As we populate the ionosphere, a pronounced asymmetry rises
up between the dawn side and the dusk side of the interaction region.
Such an asymmetry already exists for unmagnetized ionosphere-less
obstacles, mostly in the nightside region of the interaction region due to
the gyromotion of the ions (Umeda, 2012). In the simulation diagram of
Fig. 1, the asymmetry becomes noticeable in the total density and
magnetic field (see Figs. S1b and S1d). A weak polarization current jfast
(drawn with square blue arrows) is observable in the equatorial plane,
superimposed to the telluric current jtel (yellow arrow) on the dayside
of the obstacle. We identify the polarization current by deriving it from
the formula and comparing it to the general total current. In this
regime, no clear ionopause is yet defined, as the IMF fully penetrates
the ionosphere. The pressure of the induced field on the dayside is not
sufficient to balance the inflowing plasma. In the nightside of the
interaction region, the wake of the obstacle is bounded by a typical

diamagnetic current related to the propagation of slow magnetosonic
waves, extensively described in the literature (Roussos et al., 2008).
Because this type of interaction is quite similar to that of an ionosphere-
less obstacle (such as the Moon), a fast magnetosonic mode polarization
current jfast (represented in blue) is present in the nightside of the
interaction region, on the outer dawn and dusk parts. It should be noted
that the dayside asymmetry induced by the implemented ionosphere
moves the dawn part of the fast-related mode current tailward,
compared to its dusk part. The northern and southern parts of the tail
present an Alfvénic current (plotted in red in the diagram). The
presence of Alfvénic currents in the nightside of the interaction region
here has similar origin to that of an unmagnetized, airless obstacle,
which has been discussed earlier (Simon et al., 2012; Vernisse et al.,
2013).

Fig. 2 displays a diagram of simulation results for the 10E3Q0| H+.
The obstacle possesses an ionosphere with a production rate of Q=10
103 Q0. In this type of interaction, the ionosphere is as dense as the
upstream plasma with niono=1 n0. The mass loading is sufficient to
decelerate significantly the impinging plasma. A bow-shock is visible in
this interaction type, noticeable by the increase in temperature (see
Supplementary material), articulated around the bow-shock current
(purple arrows - jbs). Behind the bow-shock region, the magnetic field
piles up, and two boundaries are noticeable (Zhang et al., 1991, Russell
et al., 2006). The external one is the magnetic boundary, or the induced
magnetopause. In this case, the magnetic field reaches about two times
the background magnetic field (see Figs. S2a and S2b). The internal
boundary is the ionopause. It separates the region dominated by the
ionospheric plasma from the interplanetary medium. The magnetic
field diminishes in that region (see Figs. S2a and S2k). The pick-up
current jpck is present between the ionopause and the induced magne-

Fig. 1. Three-dimensional diagram of the 100Q0| H+ system (see parameters in Tables 2).
The IMF is along−z, the stellar wind flows along +x, and the obstacle radius is 20x0. The
trajectory of the ionospheric ions is represented by a semi-transparent white trail. The
slow mode diamagnetic (jslow), telluric (jtel), fast mode polarization (jfast), Alfvénic (jalf),
bow-shock (jbs), currents are colored in green, yellow, blue, red, purple, red, respectively.
(For interpretation of the references to color in this figure, the reader is referred to the
web version of this article.)

Fig. 2. Same as Fig. 1 for the 10E3Q0| H+ case. (For interpretation of the references to
color in this figure, the reader is referred to the web version of this article.)
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topause. It flows from the dawn side of the interaction region to the
dusk side. This current is generated by the acceleration of the iono-
spheric ions, which get picked-up. We identify this current by evaluat-
ing it in the region of the Chapman ionosphere. The details are provided
in the Supplementary material. Because the ionosphere we study is
constituted of H+ ions, and their gyroradius is comparable to the
obstacle radius in this simulation, the resulting asymmetry does not
significantly alter the dayside topology. The interaction region remains
symmetric. The nightside of the interaction is populated with iono-
spheric ions and the typical wake slow mode related diamagnetic
current has vanished, as well as the fast mode current. The current in
the nightside is structured in the equatorial plane by the motion of the
ionospheric ions. The closest part (under 100x0) of the nightside region
is constituted of two loops of currents. The inner current (closest to the
equatorial plane) flows clockwise in the northern lobe and anti-clock-
wise in the southern lobe for an observer looking at the tail and sitting
on the north pole of the obstacle. The external current loops flows in
opposite direction – anticlockwise at the northern lobe and clockwise at
the southern lobe. The distant tail is structured around two loops of
current, flowing in the convective electric field direction in its inner
part, reaching the external part via field aligned currents, and closing
by the bow-shock current. We use the denomination Alfvénic current jalf
as it is linked to the deformation of the field along the axis of
propagation, and no particular modification of the density and the
magnetic field magnitude are observed in the middle of each lobe (see
Fig. S2).

Fig. 3 provides a schematic overview of the 50E3Q0| H+ case. The
production rate used in that simulation is Q=50 103 Q0. Such
interaction is close to a Venus-like type of interaction. A bow shock is
well defined, as well as the induced magnetopause and ionopause. The
dayside density of the ionosphere behind the ionopause reaches about
niono=10 n0 in average, in steady state. The interaction region is
symmetric between the dawnside and the duskside regions. The global
interaction region is structured around few currents. On the dayside,
the bow-shock current jbs flows from dusk to dawn (purple arrows). The
shape of the bow-shock in the interaction region is represented by the
purple semi-transparent layer. Even in this regime of interaction, the
induced magnetopause is hardly distinguishable from the bow shock
(see Fig. S3k). Since the induced magnetopause current and the bow-
shock are expected to flow in the same direction, we do not draw any
distinct currents. The pickup current jpck (plotted in orange), flows from
dawn to dusk and follows the main circuit of the ionospheric ion. The
magnetotail current (displayed in red) is consistent with the field line
draping around the interaction region, and the formation of northern
and southern lobes. It flows from dusk to dawn on the southern and
northern limit, and flows from dawn to dusk in the equatorial plane –
anti-clockwise for the northern lobe and clockwise for the southern
lobe. The magnetotail current merely structures the nightside of the

interaction region. It results from the global draping of the IMF lines. As
we limit ourselves to major currents, we do not provide the detail of the
many currents appearing in the tail. Owing to the population of the tail
by ionospheric ions, variations in densities and temperatures may
appear and create field distortions and associated currents. Those
currents may be identifiable using dedicated magnetotail simulation
runs with much higher grid resolution in that region.

Fig. 4a represents the pickup conductivity derived using the
production factor in the Pedersen tensor (see Eq. (7) and Neubauer,
1998). The conductivity is calculated based on the density provided by
the simulation results. Fig. 4b displays a similar profile using the
magnetic Reynolds number detailed in the appendix. The different
curves show the results for production rates of Q=100, 103, 104, 25
103, and 50 103 Q0. Considering the ionosphere as a highly conducting
shell, one can derive the current and magnetic field resulting from the
induction due to the convection of the IMF. We approximate the
magnetic pressure and calculate the pressure balance (between the
induced magnetic field pressure and the solar wind dynamic pressure)
using the production rate on one side and the upstream plasma ram
pressure on the other side. This calculation is detailed in the appendix.
In our case, the ionosphere is capable of generating a sufficient induced
magnetic field that is able to balance the stellar wind ram pressure if its
Reynolds number is above 8 (see Eq. (A1)). This is represented by a
black line at Re=8 in Fig. 4b. Such a condition is fulfilled when the
production rate reaches about Q=1000 Q0 for a purely H+ ionosphere.
Such a production rate results at steady state in our simulations in a
dayside density about n=0.1 n0.

3.2. Low to high production rates for an O+ generated ionosphere

In this section, the simulated ionosphere has been generated using
only heavy ions (O+) to emphasize the role of the ionospheric ion mass.
The first regime of interaction is displayed in Fig. 5. It shows a
noticeable influence from the ionospheric ions, and corresponds to
the 250Q0| O+ case. The production rate is Q=250 Q0. The average
density of the ionosphere when the simulation has reached steady state
is about niono=0.05 n0. In this regime, the interaction region becomes
asymmetric. Due to oxygen picked up at the dayside, the impinging
solar wind is slowed down on the gyration path of the oxygen ions. The
density of oxygen ions is sufficient to drape significantly the inflowing
magnetic field. The draping of the field line is evinced by the pickup
current jpck represented in orange. However, the draping is not
sufficient to create a distinct pile up of the magnetic field in the region
populated with planetary ions at rest or accelerated (See Fig. S4b). The
current related to the bow-shock – or fast magnetosonic waves
compressed on the dayside – is faint but observable. It is represented
in purple, with the distribution depicted by the purple semi-transparent
layer. Evidences of this current are detailed in the Supplementary
material. In particular, an increase in temperature is visible, although it
is not clear if the fast wave has reached its non-linear stage. While the
dusk side of the interaction region is highly asymmetric owing to the
pick-up and the direction of the IMF, the dawn side of the interaction
region remains close to the H+ ionosphere depicted earlier. The
nightside region presents a typical lunar-type interaction void bounded
by slow mode diamagnetic current jslow and fast mode polarization
current jfast (Fatemi et al., 2013; Vernisse et al., 2013). The latter
current shows however an asymmetric pattern owing to the larger
gyroradius of O+.

The simulation regime 1E3Q0| O+ with an ionospheric production
of Q=1×103 Q0 using a pristine O+ rich ionosphere is depicted in
Fig. 6 using the currents structures. The interaction region is delimited
by a clear bow-shock and the induced magnetosphere is clearly
developed on the dayside and the nightside (see Fig. S5a-d where the
magnetic field and density jumps with values of several times the
upstream plasma are identifiable). The density of the ionosphere on the
dayside is close to niono=10 n0. The dayside interaction region is

Fig. 3. Same as Fig. 1 for the 50E3Q0| H+ case. (For interpretation of the references to
color in this figure, the reader is referred to the web version of this article.)
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delimited by a fully developed bow shock depicted by the purple semi-
transparent layer and related to its current jbs in purple. The iono-
spheric ions picked up trigger a current jpck depicted in orange and
flowing from dawn to dusk. The nightside of the interaction region is
structured around a strongly asymmetric magnetotail (associated with
the current jmtail). This current flows in the direction of the electric field
in the equatorial plane (along −y). It follows the shape of the induced
magnetosphere on its dusk side. The magnetotail current merges with
the pickup current in the equatorial duskside region. It is closed by the
bow-shock current in the north and south boundaries. No significant

current is identifiable on the dawn side of the interaction region,
between the bow shock and the magnetotail current.

Fig. 7 depicts the currents in the interaction region for the 50E3Q0|
O+ regime of interaction, using an ionospheric production rate of
Q=50 103 Q0. The mean density at the dayside of the obstacle far
exceeds the upstream plasma density, with niono=200 n0.
Consequently, the mass loading of the impinging magnetic field is
similar to a highly conducting shell encompassing the planetary
obstacle. The first noticeable aspect is that the interaction region
becomes more symmetric. As the ionospheric ion production is
increased, the gyro motion of the ionospheric ions is contained in the
center of the tail. This effect is simply due to the increase of magnetic
field magnitude at the pile up region, directly generated by the increase
of the production rate. Increasing the magnetic field decreases the
gyroradius of the picked up ionospheric particles, and thus the
asymmetry. This effect brings the topological changes of a pristine
O+ generated ionosphere closer to a type of interaction using a pristine
H+ ionosphere. The main currents that can be identified in this
interaction regime are the bow shock current jbs and the pickup current
jpck, merged with the induced magnetopause current on the dayside,
represented in purple an orange, respectively. The pick-up current flows
from dawn to dusk, following the path of the ionospheric ions, related
to the orientation of the IMF (−z – or southward – in our case). The

Fig. 4. (a) Pickup (or equivalent Pedersen) conductivity and (b) Reynolds magnetic number along the x-axis. The pickup conductivity is expressed in normalized units (see Table 1). The
expression is given by Eq. (7). The magnetic Reynolds is used to show the pressure equilibrium condition at Re=8 (see Appendix). The obstacle is represented by the gray shadowed
region. The simulation geometry and parameters are provided in Section 2. (For interpretation of the references to color in this figure, the reader is referred to the web version of this
article.)

Fig. 5. Same as Fig. 1 for the 250Q0| H+ case.

Fig. 6. Same as Fig. 1 for the 1E3Q0| H+ case. (For interpretation of the references to
color in this figure, the reader is referred to the web version of this article.)

Fig. 7. Same as Fig. 1 for the 50E3Q0| H+ case. (For interpretation of the references to
color in this figure, the reader is referred to the web version of this article.)
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nightside of the interaction region is structured by two major lobes
bounded by a magnetotail current forming a typical theta-like pattern.
The northern magnetotail current flows anti-clockwise for an observer
sitting at the north pole of the obstacle, while the southern magnetotail
current flows clockwise, seen by the same observer (red currents jmtail).

The pickup conductivity (Eq. (7)) along with the magnetic Reynolds
number – detailed in the appendix – are plotted along the subsolar line
of sight (x, y=0, z=0) in Fig. 8. Similarly to Fig. 4, the condition for an
ionosphere to be sufficiently dense to trigger a bow shock is represented
by the black line in Fig. 8b with Re =8 (see Appendix for details). Five
interaction regimes are represented, with Q=100, 1×103, 10×103,
25×103, and 50×103 Q0. With a pristine O+ ionosphere rich obstacle,
the condition to trigger a bow shock is already fulfilled for Q=1 103 Q0.
In addition, the conductivity reaches a limit after Q=25×103 Q0. This
result suggests the tendency that an ionosphere, even having a high
production rate, will reach a limit in the magnetic field that it induces.
Therefore, after a maximum conductivity is reached, the only possibi-
lity to extent further the magnetospheric cavity is to change other
ionospheric parameters, as the scale height of the atmosphere, which in
case of an extended ionosphere far away from the obstacle, would lead
to an increase of the size of the interaction region.

4. Discussion

The various interaction types presented in the previous section are
summarized using the structure of the currents flowing in the interac-
tion region. In this section, we discuss the evolution of the topology and
the currents. We divide the currents in three main groups, representing
the stages of interaction, when they are noticeable. Each stage is
identified by a particular production rate, depending on the ionospheric
species. Ionospheric induced effects appear at lower production rate for
O+ ionospheric ions than for H+.

4.1. Weak ionosphere and lunar-type currents

Prior to the apparition of any effect due to the ionospheric ions, the
interaction region is similar to that of a lunar type obstacle, already
well described in the literature (e.g. Gharaee et al., 2015). The current
system in a lunar type regime is limited to the nightside of the
interaction region, and constituted of Alfvénic, fast and slow magneto-
sonic currents. The first feature that appears is situated at the dawn side
terminator. This signature is attached to a current flowing from dusk to
dawn, limited to the equatorial plane, and which becomes the bow-
shock current at higher production rates (Figure 1). In the case of a

preexisting telluric current as it is the case in our simulation, the fainted
bow-shock current increases the total magnitude of the currents in that
region. The secondary asymmetry comes from the pickup effect and the
population of the dusk side of the interaction region with planetary
ions. However the effect of the pickup ions in the dusk side region
becomes noticeable only at higher production rates (after Q=1×103

Q0 for H+ ions and Q=250 Q0 for O+ ions).

4.2. Intermediate ionosphere: the role of the pickup current

In the intermediate interaction regimes, the pickup current becomes
significant and drives a strong asymmetry, particularly in the dusk side
of the interaction region. The transfer of momentum between the
upstream plasma and the picked-up ionospheric ions happens not only
at the dayside of the obstacle, but also along the gyro path of the
picked-up particles (see e.g. Fig. S5j). This effect is particularly notice-
able for the pristine O+ ionosphere, owing to the size of the obstacle
(20x0) in comparison to the gyroradius (8x0 for H+ and 128x0 for O+ at
8 Alfvén Mach). In this regime of interaction, the induced magnetic
field is significant with B =2 B0 in front of the ionopause, but likely not
sufficient to fully balance the solar wind pressure on its own. The
conductivity and the condition for sustaining the upstream plasma
pressure are provided in Figs. 4 and 8. However, once the condition is
achieved, the plasma is slowed down. In this regime of interaction, the
nightside region becomes populated with ionospheric ions in the case of
the H+ ionosphere. Although with O+ the nightside of the interaction
region is not populated with ionospheric ions owing to their larger
gyroradii, the nightside region is strongly influenced by the dayside
draping, resulting in a main electric field directed current in the
nightside equatorial plane. This type of interaction has not been
observed yet and may be not present in the Solar system. The main
reason may be that in this regime, the ionosphere is not sufficiently
shielded from the impinging plasma, and the atmosphere will be
constantly eroded until being fully taken away.

4.3. Strong ionosphere: bow-shock and induced magnetopause and
magnetotail currents

The last regime is the fully developed interaction with the typical
bow-shock, magnetopause and magnetotail. As noticed earlier, in this
type of regime, the interaction region becomes symmetric, either with
the H+ ionosphere (which was already quite symmetric owing to the
limited gyroradius) or with the O+ ionosphere. Differences between the
two types of ionosphere remain in the global size of the whole

Fig. 8. Same as Fig. 4 for the O+ cases. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)
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interaction region, larger for about 10% for the O+ case (see Figs. S3
and S6). In this interaction regime, the mass loading is sufficient to
build up a magnetic field sustaining the upstream plasma pressure
(Lundin, 2011). This corresponds to the typical cases of the Mars and
Venus interaction type. Although the global topology of this interaction
regime is easily described by a simple global draping of the magnetic
field around the planet, the structures that may be driven by the
ionospheric ions in the nightside region are numerous, and their
systematic study falls out of the scope of this study.

5. Conclusions

Interactions of a super-Alfvénic stellar wind with obstacles posses-
sing an ionosphere are diverse in the Solar system, and possibly in
extra-solar systems. Either for tenuous or dense ionospheres, planetary
particles in such types of interactions are expected to trigger specific
effects. We summarize the global topology of our simulations results
into three-dimensional diagrams. Our study shows that noticeable
effects arise when the ionospheric density on the dayside of the obstacle
is on average ten times under the upstream plasma density. However,
heavier ionospheric ions will slow down more efficiently the impinging
solar wind, thus requiring a lower dayside density to introduce notice-
able effects. Weakly dense ionospheres (ten times under the upstream
plasma density) introduce a perturbation of the general interaction

region – at the beginning close to a lunar type case – seen in the
magnetic field asymmetry on the dawn side of the region at first. At
higher densities (about five times under the background density),
pickup ions induce a moderate pile up on the dusk side of the
interaction region, behind the terminator plane, along the trajectory
of the picked up particles. At stronger ionospheric densities – or
production rate – the magnetic pile-up at the dayside of the obstacle
increases and a fully developed induced magnetosphere and a bow-
shock appear. The nightside region in this regime is driven by the
dayside pile up, as the bending of the IMF due to the mass loading
create a typical magnetotail-like structure. Eventually, the shape of the
magnetopause cavity becomes more symmetric as the dayside produc-
tion rate increases, but remains broader for heavier ions compared to
lighter ionospheric ions.
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Appendix A. Reynolds number

A condition providing the necessary conductivity to sustain the upstream pressure can be evaluated using several assumptions. Considering the
induced field generated by the pickup current, we can write:

j σE σ u B B μ j L μ L σ u B= = ( × ) = = ( × )pck IMF sw IMF induced pck char char sw IMF0 0 (A1)

where Lchar is the characteristic length of the system, resulting from the ratio between the surface of integration of the magnetic field and the length
of integration of the current. If we assume that the length Lchar represents also the distance over which the field is convected (which is close in this
case), we get:

B R B=induced e IMF (A2)

Assuming that only the induced field sustains the solar wind dynamic pressure, one can write:
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Thus, the induced field is able to sustain an upstream plasma flowing at Alfvén Mach number 8 if the Reynolds number is above 8.

Appendix B. Supporting information

Supplementary data associated with this article can be found in the online version at doi:10.1016/j.pss.2017.01.012.
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