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The simulation of Mars is a very challenging effort. However, simulations are a major method of address-
ing the issues of the solar wind interaction with Mars. Further, it is via simulations that issues such as
water loss from Mars via solar wind pick up of ionospheric ions will be addressed. This paper discusses
some of the issues raised during the Chapman Conference on Solar Wind Interactions with Mars, SWIM. It
also addresses numerical issues and the authors attempts to address them, coupled with results of pre-
liminary simulations of Mars.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction ities, weaknesses, and needs. Needless to say, each groups addresses
Of all of the objects in the solar system Mars offers perhaps the
most challenging set of conditions to simulate. The numerical chal-
lenges come from the following facts: (1) The solar wind interacts
directly with the ionosphere of the planet. (2) The fact that the
shock stands-off from the surface of the planet less than a proton
gyroradius. (3) The planet is small, and there are crustal fields on
the surface of the planet possessing fields as much as 300 times
as intense as the solar wind IMF. Yet these fields are distributed
about the surface of the planet in a very inhomogeneous manner.

These challenges mean that a simulation must address the ki-
netic behavior of the interaction, and include the physics that
forms the shock self-consistently. Items one through three mean
that the chemistry of the ionosphere must be included, and that
multiple ion species must be tracked because the ionospheric is
not comprised of protons. One should also consider the ion–neutral
interactions. Adding more complexity is the planetary boundary
condition. Does one assume it is a conductor? Does one assume
it is electromagnetically absorbing? How does one handle the crus-
tal fields, resolve them, and address the enormous increase in ion
gyrofrequency of the ions in such strong local magnetic fields?

These challenges (chemical, physical, numerical) are befitting the
most accomplished simulation groups in the world. And indeed
many researchers have performed simulations of Mars using differ-
ent approaches and assumptions. A brief discussion of these different
approaches are discussed in a paper from this issue (Brain et al., sub-
mitted for publication). Further, these simulations are evolving as
each groups gains better insight into their simulation codes capabil-
ll rights reserved.
the list of challenges mentioned above from a different point of view.
In light of this concerted effort, a Chapman conference was held to
make a first attempt at comparing the codes, their results and their
weaknesses (Brain et al., submitted for publication).

The motivation for these efforts is driven by missions to Mars
for example Phobos-2, the current mission Mars Express, and of
course Mars Global Observer, MGS. It was MGS that discovered
the crustal fields of Mars, a truly unique feature in all of the solar
system (Acuna et al., 1998). It was MGS that provided the largest
data sets to date with regard to magnetic fields, and plasmas. How-
ever, MGS did not have all of the instruments needs. The European
Space Agency, ESA, spacecraft, Mars Express as been filling the gap
with regard to plasma data, but carries no magnetometer. Beyond
the questions driven by the amazing data collected by these space-
craft and others, there is a deeper issue being addressed or being
staged to be addressed by these simulation groups and it is con-
nected to the search for possible life on other planets. That is the
issue of water on Mars and where it might have gone.

1.1. Overview of the major issue

The missions to Mars clearly indicate that the solar wind inter-
acts directly with the atmosphere/exosphere/ionosphere of these
planets. This interaction results in the loss of ions from Mars.
Numerical simulations have been undertaken to make an estimate
of these losses. The current understanding of the solar wind inter-
action with Mars has been reviewed by Mazelle et al. (2004) and
Nagy et al. (2004).

The Phoenix Mars Lander has confirmed what has been a source
of speculation for sometime. Mars has water or at least some
water. The issue remains what happened to the surface water.

http://dx.doi.org/10.1016/j.icarus.2009.04.028
mailto:sbrecht@pacbell.net
http://www.sciencedirect.com/science/journal/00191035
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There are a variety of possibilities. One of those possibilities is the
focus of the research in this paper: water loss via ion pickup by the
solar wind.

There are a variety of theories concerning the amount of water
present on Mars during earlier epochs and where it may have gone
(cf. Lammer et al., 1996). One of the more complete papers con-
cerning this topic is by Lammer et al. (2003). In this paper the
authors discuss the various mechanisms for water loss and the is-
sue of water being tied up in the soil. One of the major loss mech-
anisms proposed is that of pick up of oxygen ions via the solar
wind interaction with the Martian ionosphere/exosphere. Fox
(1997) produced an estimate of what it would take to achieve
the 2:1 ratio of hydrogen to oxygen for water loss. In her estimate
the rate needed to be roughly 1 � 1026 oxygen atoms per second or
roughly 1.2 � 108 cm�2 s�1 in today’s Martian environment. It is
worth noting that a loss rate of 1026 oxygen ions per second would
remove a meter of water from the entire surface of Mars in 1.72 Gy.

Data from Phobos-2, which orbited Mars during the solar max-
imum period, indicate a loss rate of 3 � 1025 ions s�1 (Lundin et al.,
1989, 1990). The Mars Express data taken at solar minimum condi-
tions indicate ion loss rates on the order of 3 � 1024 (Lundin et al.,
2008). However, even within the Mars Express research commu-
nity there is considerable variations in the estimated loss rate.
Newer numbers are becoming available as better algorithms allow
analysis of instrument data at lower energies.

In the winter of 2008 a Chapman Conference was held address-
ing the issue of Mars and its interaction with the solar wind. In-
cluded in this conference was the first round of comparisons
between seven major groups of numerical simulators (Brain
et al., submitted for publication). The results of the simulations
were compared to specified orbits from Mars Express. The compar-
isons presented an eye opening challenge to all concerned.

Calculating moments of the data was not trivial, and many
assumptions were required. Pressure was one quantity to be com-
pared. This provided a challenge to both experimentalists and sim-
ulation groups. The pressure is not isotropic especially in the
subsolar regions near the shock. Another quantity to be compared
was the planetary ion loss rates. For the spacecraft data this quan-
tity was not trivial to estimate, due to energy resolution limitations
on the spacecraft instruments, large ion gyro-orbits of pick up ions
such as oxygen coupled with the possibility that the distributions
were not isotropic, and finally because one has to assume the orbit
sampled a representative pick up ion density, when all simulations
and most spacecraft data clearly show that Mars presents probably
one of the most asymmetric plasma environments in the solar sys-
tem. That statement holds true without the presence of the crustal
fields in the simulations. Therefore, it becomes essential to under-
stand the ‘‘error” bars within the data and the simulations.

The simulations also produced interesting results with varia-
tions of over a factor of 20 in the ion pickup rate of Oþ (Brain
et al., submitted for publication). However, many of the simula-
tions were close to one another but this agreement did not orga-
nize itself with regard to numerical scheme. For example the
results of Brecht and Ledvina were reasonably close to MHD simu-
lations by Ma et al. (see Brain et al., submitted for publication).
What was similar is that both groups used the same chemistry
equations to create and maintain their ionospheres (cf. Ma et al.,
2004; Brecht and Ledvina, 2006). Other hybrid simulations pro-
duced lower pick up rates. The good news was that ion pickup
rates where very close to those reported from Phobos-2 during so-
lar maximum (Brecht and Ledvina, 2006). Further, both Ma et al.
(Brain et al., submitted for publication) and our group predicted
loss rates that were very close to those measured by MEX during
the solar minimum. The bad news, the simulations reported in this
paper and earlier work did not include crustal fields and need to be
run with better resolution.
This leaves one with several issues to address both from a
numerical standpoint and a physics standpoint. From a numerical
standpoint how much is enough to make good predictions. That
question cannot be answered yet, but with further code compari-
sons the answer may be forthcoming. From a physics/chemistry
standpoint, is it really true that all one has to do is place the appro-
priate ionospheric chemistry into the codes to obtain the ‘‘correct”
answer? Not likely as another MHD group also had a complex
chemistry suite in their code and their results differed from Ma
et al. and Brecht and Ledvina. However, the issue of how important
the ionospheric boundary is to the results is a crucial question that
further code comparisons can address. The role of the crustal fields
is a major topic to address and will be discussed later in this paper.
Finally, it is clear one cannot establish the validity of the results by
comparing to one global number even if that number is very
important to establishing the history of water on Mars. The prob-
lem is simply too complex. The code comparison has led the
authors of this paper to suggest that a different form of comparison
is really required. This will also be discussed in this paper.

The purpose of this paper is not to present definitive answers to
some of the fundamental questions associated with the Martian
interaction with the solar wind. Rather, it is to illustrate parametric
sensitivities both of the numerical and physical nature. This paper
presents the results of our contributions to the code comparison at
the Chapman conference, and the continuing efforts to improve the
simulations as well as understand the sensitivities of the solar
wind interaction with Mars. To accomplish this several examples
of simulation sensitivity studies will be presented, very prelimin-
ary parameter studies will be discussed, and a discussion of the re-
sults and what they mean to future simulations of Mars will be
presented. In the following paragraphs, the simulation numerics
and conditions will be presented and discussed, followed by some
of the simulation results, and then issues of sensitivity and future
research will be discussed.
2. Numerical code

To estimate the global loss of oxygen from Mars scientists have
employed two distinct numerical approaches to make these esti-
mates. One is the MHD formalism (cf. Liu et al., 2001; Ma et al.,
2002, 2004; Harnett and Winglee, 2006) and the second is the ki-
netic formalism, specifically the hybrid particle code (Kallio and
Janhunen, 2002; Bößwetter et al., 2004; Modolo et al., 2005). See
Ledvina et al. (2008) for a further discussion of all of these
schemes. Most if not all of the results to date have produced Oþ

and Oþ2 loss rates that are consistent or less than those measured
by the ASPERA instrument on Phobos-2 and MEX (Brain et al., sub-
mitted for publication).

The research presented in this paper employs hybrid particle
simulations using the HALFSHEL code. The HALFSHEL code has
been used in simulations of unmagnetized bodies for many years
(cf. Brecht, 1990; Brecht and Ferrante, 1991; Brecht et al., 1993a;
Brecht, 1995a,b; Brecht, 1997a,b; Brecht et al., 2000; Ledvina
et al., 2004). However, the current version of the code has had
some additional physics added to it. The code currently has an
extensive set of ionospheric chemistry equations within it to pro-
duce and maintain the ionosphere (see Table 1). Because of the
low altitude of the ion pickup a conductivity tensor model was
placed in the code and will be briefly discussed in the next para-
graphs. This tensor provides both Hall and Pedersen conductivities
in the regions where ion–neutral and electron–neutral collisions
are important.

The hybrid model treats all ion species (the model can carry as
many as one wishes) as kinetic particles and thus are advanced
with a simple Lorentz force equation. The electrons are treated as
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Table 2
Simulation conditions.

Solar conditions Maximum SWIM

B magnitude (nT) 3 3
Bx 0.83 * B 0.83 * B
By 0.0 * B 0.0 * B
Bz 0.56 * B 0.56 * B
Density (cm�3) 2 2
Te (eV) 17 17
T i (eV) 1.0 � 10�11 1.0 � 10�11

Velocity (km/s) 425 425
EUV frequency (s�1) 2.73 � 10�7 8.89 � 10�8

Table 1
Chemical reactions for simulations.

1. O + hm! Oþ + e k = 2.73 � 10�7 s�1

2. CO2 + hm! COþ2 + e k = 7.3 � 10�7 s�1

3. O + e! Oþ k, Cravens et al. (1987)
4. COþ2 + O! Oþ2 + CO k = 1.64 � 10�10 cm3/s
5. COþ2 + O! Oþ + CO2 k = 9.6 � 10�11 cm3/s
6. Oþ + CO2 ! Oþ2 + CO k = 1.1 � 10�9 cm3/s
7. Oþ + e! O k = 3.2 � 10�12 cm3/s (250/Te ðKÞÞ0:7 cm3 s�1

8. Oþ2 + e! O + O k = 7.38 � 10�8 cm3/s
9. COþ2 + e! CO + O k = 3.1 � 10�7 cm3/s
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a massless fluid. Therefore, electromagnetic waves up to and
including the whistler are carried in the code. Shock formation is
included in the physics of this code and thus needs no assumptions
or numerical techniques to capture the shock. The basic equations
of the hybrid model are well known and need not be repeated here.
See Ledvina et al. (2008), Brecht and Ledvina (2006), Brecht and
Thomas (1988), and Harned (1982) for a more complete discussion.
However, it is worth noting a few of the models that have been
added to the basic hybrid code. One is an expansion of the electric
field model. The basic electric field equation comes from the iner-
tialess electron momentum equation

0 ¼ �eneE þ Je � B=c �rpe þ enegJ

where the resistivity, g, is usually just a numerical factor, Je is the
electron current, and pe is the electron pressure. In the current hy-
brid model the electric field equation is expanded to include both
Hall and Pedersen conductivities, thus creating much more complex
current patterns in regions where collisions are a significant factor.
The generalized electric field (Mitchner and Kruger, 1973) is

E ¼ J þ beJ � Bþ sB� ðJ � BÞ
r � 1

ene
rpe

where the r is the conductivity, J is the total current density, be is
the electron Hall parameter, ðxen/meHÞ with xen ¼ eB=me, the elec-
tron cyclotron frequency, and meH is the electron collision frequency
(electron–neutral and electron–ion). B is the magnetic field and the
ion slip factor, s, is ððqn=qÞ

2
bebIÞwhere qn is the neutral density, q is

the total density (ion + neutral), and bI is the ion Hall parameter
ðxin=minÞ. In the limit that the collision frequencies go to zero, this
equation returns to the normal electric field equation found in a hy-
brid particle code, where the electron current is needed, as well as
the electron pressure gradient (Brecht and Thomas, 1988). The elec-
tron–ion collision frequencies were taken from Mitchner and Kru-
ger (1973). The electron–oxygen (neutral) and electron–CO2

(neutral) collision frequencies were taken from Strangeway (1996).
Rather than loading an ionospheric profile or simply injecting

the ionospheric plasma as is done by some modelers, it was found
to be more accurate to actually solve the chemistry equations. Ta-
ble 1 contains the list of the reactions currently solved in the Mars
simulations. The electron temperature necessary for reactions such
as impact ionization is set to a predetermined value (Shinagawa
and Cravens, 1989) for altitudes below 500 km. This was done be-
cause the code does not contain electron heat convection, nor the
complete reaction set to properly predict the electron temperature
at these low altitudes. Above 500 km, the electron temperature is
calculated by solving the energy equation for electron temperature
(cf. Brecht and Ledvina, 2006).

3. Results

The simulations to be discussed are derivative of our standard
simulation set of parameters. The SWIM simulation used essen-
tially the same set of parameters with the only changes being in
the EUV flux and the neutral atmosphere profile which were pro-
vided by the organizers of the meeting. The following table shows
those parameters, Table 2. The nominal or standard run was for so-
lar maximum consistent with the conditions when Phobos-2 was
orbiting Mars. All other simulations used these same parameters
with only the EUV flux and/or the neutral profile being changed.

4. Loss rates

As we continued to test and improve the chemistry we also im-
proved our ability to handle the neutrals in the chemistry, and are
now capable of including 3D neutral models from atmospheric
simulations. One of the other aspects of our present effort was to
further explore the non-linearity of the ion pickup rates as a func-
tion of simple parameters.

The paper published by Brecht and Ledvina (2006) examined
sensitivities of the ion pick up rate as a function of physical and
numerical parameters. The focus at the time was solar maximum
conditions consistent with the Phobos-2 data. The results were
high but consistent with Phobos-2 data (Lundin et al., 1989,
1990). However, the simulations displayed how sensitive the result
could be based on some simple changes in the input parameters.
For example, for most of the simulations we used a 1D neutral den-
sity profile as provided and used by Nagy and his group. When a
solar zenith angle dependent cosine taper was added to the neutral
density profile with the nightside having a smaller scale height, the
pickup rate dropped by roughly 50%. That simple change made a
rather substantial difference. We also examined the pickup rate if
we simply changed the EUV flux from solar maximum values to
three times and six times this value. The loss rates increased to
above 1026 Oþ/s but did not increase linearly.

Table 3 shows the oxygen ion loss rate as we vary the EUV flux
while keeping solar wind and neutral profiles constant. One sees
that the pickup rates do not change linearly with increased EUV
frequency. This table as well as other simulations and the compar-
ison efforts performed for the Jan. 2008 Chapman conference on
Solar Wind Interaction with Mars, suggest a different tactic in sim-
ulations efforts. It suggests that rather than trying to match esti-
mated numbers from the data, we use the data as a guideline to
indicate if we are in the realm of reason but take it a step further.

The step further is to perform many simulations and examine
scaling of the results and then compare the scaling with such data
as exists, for example the solar maximum and solar minimum re-
sults returned by Phobos-2 and MEX. It is our contention that
matching scaling from the code to scaling from the data will be
more productive and indicative of having the correct physics or
sufficient physics in the simulations. Perhaps just as importantly,
comparisons with other simulation groups will be more productive
as one can see which codes are more sensitive to various parame-
ters, thus offering insight into how the real situation surrounding
Mars may well respond to the solar wind. Finally with scaling rela-
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Table 3
EUV fluxes vs. oxygen ion loss rates.

EUV frequency ðs�1Þ Oxygen ion loss rate #/s

8.890 � 10�8 Solar min. 8.0 � 1024

2.730 � 10�7 Solar max. 5.2 � 1025

8.190 � 10�7 3� Solar max. 3.1 � 1026

1.638 � 10�6 6� Solar max. 3.6 � 1026
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tions researchers making estimates of losses from earlier epochs
can more easily assess the assorted assumptions often made for
these periods with regard to the role of ion pickup in the loss of
water from Mars as well as the evolution of the atmosphere.

Fig. 1 shows the EUV frequency plotted against the oxygen loss
rates (solid line). One sees that up until the 6 times normal situa-
tion the loss rate is an exponential curve and a very straight one at
that. Fitting this data is illustrated by the dashed line in Fig. 1. The
attempt at fitting was crude and with four points not very accurate.
Nevertheless, one sees a clear functional dependence is a logarith-
mic function rather than linear. Such information, if extended to
cover the range of potential EUV frequencies consistent with early
Martian and solar epochs to the present day, could be used to eval-
uate the loss rates. However, other parameters must be included as
well. We believe that by developing these scaling functions a better
comparison can be made with other simulation codes and to data.

The issue of earlier epochs is rather complex. It was already
shown that the pickup rate did not scale linearly with increases
with the ionization frequency, Fig. 1. One can speculate that as
the EUV flux went up self-shielding of the system occurred as
the ions were being picked up. Since the same neutral density
was used and was not modified, ‘‘burn out” of the upper iono-
sphere via depletion of the neutrals was not possible. This leads
to interesting issues with regard to the lower ionosphere/atmo-
sphere. If the upper boundary is losing ions at an ever increasing
rate, as one might expect during earlier epochs where the atmo-
sphere of Mars was more extensive and the solar wind stronger
with regard to fields and speed, at what rate can the lower iono-
sphere/atmosphere supply more neutrals? Further, if the atmo-
sphere/ionosphere is more extensive does this protect the lower
regions from the applied convection electric field? In the case of
Venus the stronger well formed shock does protect Venus and
Fig. 1. The solid line is the loss rate results versus EUV freq. plotted in Log–Log. The
dashed line is a crude functional fit of ion loss rate to EUV frequency using the data
shown in Table 3.
the ion loss rates are not much different than from Mars. The best
we can do is supply a loss rate for the upper boundary condition
that scientists more knowledgeable about Mars’ atmosphere can
use. However, the issue of water loss will be affected by the rate
at which water vapor can leave the surface, be transported to the
upper ionosphere (the altitude for peak ion pickup is found both
experimentally, MEX, and via simulation to between 250 and
300 km) and then be subjected to the solar wind pickup fields.
5. Parallel electric fields

During the last few years our efforts have been focused on a
variety of issues discovered as we continued to improve the simu-
lations capabilities. One of the improvements was to address the
accuracy of our chemistry package. Chemistry is not easy to do
in a particle code and it required a bit of a learning curve to imple-
ment it in an accurate fashion (Ledvina and Brecht, submitted).
With the better chemistry we embarked on longer runs and found
something very unusual. Initially many thought, including our-
selves, that the majority of the ion pickup occurred in the direction
of the convection electric field.

As the simulations were run for longer times, it was noted that a
majority of the pickup was occurring where the convection electric
field would nominally point into the planet, thus driving iono-
spheric ions toward the planet. Closer examination of the electric
fields showed that on the hemisphere where the convection elec-
tric field would point into the planet there were in fact parallel
electric fields pointing tailward. Fig. 2 shows a plot of the E�B nor-
malized so that 1 is perfectly aligned and �1 is anti-aligned. The
plane includes the convection electric field and the Sun–Mars line.
One sees that strongest parallel field pointing away from Mars on
the night side in the ‘‘southern hemisphere” where crustal fields
are most prevalent based on nominal solar wind IMF orientation
(the magnetic field is primarily in the equatorial plane). It is also
where electron precipitation into the dipole crustal fields is
thought to cause aurora on Mars (Lundin et al., 2006a,b,c). One
can also see presence of waves in the system possessing parallel
electric fields. The left side of Fig. 2 is the ‘‘southern hemisphere”
with the convection electric pointing toward the right side of the
figure. The parallel electric field region coincides with the location
of a large region of pickup ionospheric ions (see Fig. 5; Brain et al.,
submitted for publication). This suggests that the parallel electric
Fig. 2. Solar wind is coming from the top. Convection electric field is pointing left to
right. There is a 56� Parker spiral in the simulation. The quantity plotted is E�B/
(jBjjEj) so that +1 has the fields parallel, and �1 is antiparallel.
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Fig. 3. The solid line is the nominal thermal velocity of the protons. The points are
the particle locations and velocity in the Sun–Mars direction. The negative velocity
is coming from the sun. This is from the SWIM run case.

Fig. 4. The solid line is the nominal thermal velocity of the protons. The points are
the particle locations and velocity in the Sun–Mars direction. The negative velocity
is coming from the sun. This is from the solar maximum case associated with
Phobos-2 conditions.
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field is being created by therPe term in the electric field equation.
However, these parallel electric fields are time dependent. It was
found that the parallel fields are not as strong in the SWIM simu-
lation. The only difference is the neutral atmosphere profiles and
the EUV flux leading to a lower density upper ionosphere. This sug-
gests that the parallel fields are occurring due to interaction with
the ionosphere (this is the only change in the simulations) and this
interaction is governed by the tensor conductivity model in the
code. These are speculations at this point in the research. What
is required are more simulations, more time resolution with regard
to the data analysis, and higher resolution of the simulations. This
is in fact one of the future goals of the ongoing research.

Further, testing indicated that the parallel electric fields seen in
red in the tail had magnitudes of 2–5% of the solar wind convection
electric field. This translates to an electric field 2.4 � 10�5 –
6.0 � 10�5 V/m (8.0 � 10�10 – 2 � 10�9 statvolts/cm). Examining
the parallel electric field region one can estimate that it is roughly
1 Rm in length providing a potential drop of roughly 82–200 V.

Both the MGS data and the MEX data have revealed the pres-
ence of aurora (Brain et al., 2006; Halekas et al., 2008; Bertaux
et al., 2005; Lundin et al., 2006a,b,c; LeBlanc et al., 2006a,b,
2008). While many of the papers discuss the distribution of the
auroral emissions a few discuss the electron energy spectrum (cf.
Brain et al., 2006; Lundin et al., 2006a; Lundin et al., 2006a,b). It
was found by these authors that energies of 100 eV to perhaps
4 keV are common in the precipitating electrons. In fact, spectra
in shown in Lundin et al., 2006a show a peak at 200 eV. This sug-
gests that the parallel fields seen in the simulations are in fact con-
sistent with the data measured by various instruments. Are these
results ‘‘iron clad”? No, much more research is going to be required
to characterize the simulation results and tie together the cause
and effect that creates them. However, it is clear that parallel elec-
tric fields offer an escape path from Mars and may explain the ions
escaping at low energies from the ‘‘southern” pole of the planet.

Finally, closer to the planet one sees alternating parallel and
anti parallel fields. These may be boundary issues, but they are of-
ten seen associated with waves propagating along the magnetic
barrier region. Such fields are in fact the reason that pressure is
converted from perpendicular to parallel in strongly anisotropic
pressure regions. Such a region will be discussed in the next
section.

6. Pressure

One of the parameters the simulators were requested to provide
for code comparisons was the pressure along the Sun–Mars line to
a distance beyond the shock. It seemed a reasonable request until
the idea was given some thought. It was not that the comparison
was unreasonable but it did opened up some very interesting ques-
tions. In this section, some of those questions will be discussed as it
illustrates both the complexity of code comparisons and some of
the issues raised by the simulation efforts themselves. Much of
those comparisons are presented in Brain et al. (submitted for
publication).

The request for pressures included thermal, magnetic, and dy-
namic pressures. The thermal pressure request led to some further
thought. For the MHD simulations, this ended the discussion be-
cause all of the fluid codes assume a scalar pressure. Some have
multiple fluids but obtaining the pressure is straight forward for
Ma et al. (2004) because they actually advect pressure rather than
total energy in the region around the planet. For the others it be-
comes a matter of parsing the internal energy between kinetic thus
leaving thermal. However, for the hybrid codes the issues become a
bit more complex. Do they want the pressure tensor? That is com-
putationally available, if one takes the appropriate moments of the
particle distribution functions. If one wants a scalar pressure how
best to normalize the vector product? Further is the pressure ten-
sor really diagonally dominate or are the off-diagonal terms also
significant? These and other issues arose. In the following figures
the thermal pressure of the incoming protons will be discussed.
That of the Oþ and Oþ2 will also be addressed. These last two pro-
vided some interesting insights.

Figs. 3 and 4 show phase space plots of the hydrogen ions com-
ing into the shock region. The solid line is the thermal velocity
associated with the particle distribution. One notes in both cases
that incoming (from the right) protons are reflected and then ther-
malized. Further there is acceleration of the particles as one can
find particles exceeding �700 km/s rather than the incoming
425 km/s. The reflected ions can be seen upstream of the shock
at around 1.6–2. Rm for the SWIM simulation, Fig. 3. The reflection
is seen by realizing that there are locations that have ions flowing
in both directions at the same locations semi-coherent streams. It
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Fig. 6. The diagonal elements of the proton pressure tensor. The dashed line is the
mean scalar pressure. This is the solar maximum case.
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is should be noted that the only velocity plotted is the component
aligned along the Sun–Mars line.

For the solar max. simulation, Fig. 4, one sees that the reflected
ions are further out and so is the Hþ heating region in the shock.
This change is directly related to the increased production associ-
ated with a high EUV flux for the solar maximum situation. Several
features can be discerned from these plots. They are made at ex-
actly the same time for both simulations. The increased EUV flux
has a significant effect on both the location and thickness of the
‘‘shock” region. This is due to more efficient reflection off the shock,
and some numerical issues within the chemistry package. These
numerical issues will be discussed in Ledvina and Brecht (submit-
ted). Nevertheless, the shock region is much thicker than would be
found in MHD simulations because of the necessity of ion reflec-
tion and the subsequent thermalization of the incoming protons
by the electromagnetic waves in the shock region. It will be shown
later that the thermalization of the protons is not 100%.

In Figs. 5 and 6 one sees the various elements of the diagonal of
the pressure tensor for Hþ, specifically the solar wind protons. The
+ symbol is the pressure in the Sun–Mars direction. The } symbol
is the pressure in the equatorial plane. And the h symbol is the
pressure in the polar direction. Since these are ‘‘snap shots” in time
one finds that the components are not balanced and will change
with time as the proton population gyrates around the magnetic
field lines. The black dashed line is scalar tensor created with the
following formula:

Pscalar ¼ ½ðPxx � Pxx þ Pyy � Pyy þ Pzz � PzzÞ=3�1=2

The factor 1/3 is used to normalize the distribution. One easily sees
from these figures that the pressure is not a scalar. Worse, investi-
gation of the off-diagonal elements shows that they can be as large
as the diagonal elements. However, if one considers that rather than
write the pressure in terms of the Sun–Mars coordinates one ro-
tated the matrix into a coordinate system that has diagonal ele-
ments aligned and orthogonal to the magnetic field which has a
56� angle, then the elements will be diagonally dominate. However,
for this paper the Sun–Mars diagonal elements will be presented.

Comparison between the nominal case (solar maximum) and
the SWIM case with its smaller neutral density profile and lower
EUV flux reveals some interesting features. Because of the time
dependent behavior of the profiles one should exercise caution in
Fig. 5. The diagonal of the proton pressure tensor. The dashed line is a mean scalar
pressure. This is the SWIM case. The diagonal components plotted are along the
Sun-Mars line, in the equatorial plane, and perpendicular to these two vectors in the
‘‘polar” direction.
examining the details. Yet it is clear that the solar maximum case
has pressure profiles extending further out than the SWIM case.
However, even with this further extent the peak in the scalar pro-
ton pressure sits in roughly the same location, 1.8Rm.

The other feature seen in Figs. 5 and 6 is the presence of waves.
These waves are driven by the pressure anisotropy created by the
reflected ions. These plots of pressure components illustrate that
indeed the Mars system is very kinetic and not well represented
by the assumption of a scalar pressure, which actually eliminates
the possibility of many electromagnetic waves. However, it also
illustrates something else. It illustrates why it is difficult to obtain
particle distributions and measure pressure near Mars experimen-
tally. The system is not symmetric even with regard to pressures.
Further the distributions are not necessarily Maxwellian but will
have tails at least.

Some very interesting issues were encountered when examin-
ing the pressure tensors for the Oþ and Oþ2 . Since these simulations
were performed with 250 km cell sizes and the pickup altitudes
were in the range of 250–300 km in altitude, when determining
the pressures for Oþ and Oþ2 a problem was encountered. The pick-
up by the electric field meant that some of the sampling cells had
streaming ions and as well as thermal ions. Recall that our chem-
istry was performed on 50 km cells and because the particles are
Lagrangian (they move without regard to a grid), they can be
loaded anywhere we like. So when attempting to compute a ther-
mal velocity for the Oþ and Oþ2 we were constantly obtaining veloc-
ities of 2–4 km/s which leads to pressures of �20 nPa or greater.
This issue was discussed and it was decided to apply the same
assumption for the thermal velocity, as the MHD simulators did.
We would assume that the electron temperature was equal to
the ion temperature, Te � T i, using the electron temperatures in
the lowest cells of data accumulation for the thermal velocity. This
produced values close to the MHD codes. In the Fig. 7 one sees the
Oþ and Oþ2 plots with the black dashed line being the mean of all of
the pressures as computed by the formula for the scalar pressure
discussed earlier. The Te � T i assumption was used in computing
the pressures for Fig. 7. One also notes that the pressures of the
oxygen ions, Oþ and Oþ2 , are isotropic, all three components of pres-
sure are plotted. This isotropic behavior is simply a product of our
assumptions when creating these terms. It is worth noting that
within the ionosphere, the typical number of particles per cell is
roughly 10,000 per cell. In the shock region the proton particles
are usually 16–20 per cell.



Fig. 7. Oxygen ion pressure tensor using the equal temperature assumption,
Te � T i . The dashed line is the combined scalar pressure. The other lines (+) is the
Oþ profile and (h) is the Oþ2 profile.

Fig. 8. (a) Pressure components along the Sun–Mars line. The dashed line is the
sum of the scalar pressures for all species. Plotted are the ram pressure, the thermal
pressure, and the magnetic pressure; (b) The same quantities 1 s after Fig. 8a; (c)
The same quantities 2 s after Fig. 8a.
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Fig. 7 is for the SWIM simulation situation. One sees a thicker
pressure region ðOþ and Oþ2 Þ for the solar maximum cases. Thus,
the shock is pushed out further. It should be noted that the densi-
ties measured in these simulations are consistent with profiles ex-
pected at the median altitudes 100 km up. However, the thickness
of the oxygen ion region is thought to be too thick although pickup
is taking place.

There is another aspect of these comparisons which needs to be
illustrated and that is the time dependent behavior of the subsolar
region. In the following plots, Fig. 8a–c, the ram pressure (using
only the velocity on the Mars–Sun line), the scalar thermal pres-
sure, and the magnetic field pressure are plotted. They are plotted
for times 1 s apart. Fig. 8a corresponds in time to Fig. 5 while
Fig. 8b corresponds in time to Fig. 7.

Fig. 8c appears to most closely resemble the pressure plots
shown by Brain et al. (submitted for publication). However, it is
the data in Fig. 8a which was given to him. Examining these plots
one sees considerable variation in some basic quantities. The ram
pressure which is constructed of the velocity along the Sun–Mars
line remains the same until about 2Rm. From this point inward
one can see substantial variation in the shock and reflected ion re-
gions, 1.5Rm to 2Rm. Some of the spikes seen in the ram pressure in
the shock and ion reflection region are due to local counter stream-
ing of the reflected ions and is very time dependent. Further, the
ram pressure is seen to extend to altitudes of 1.2Rm and at one
point, Fig. 8c, all the way to inner boundary of the simulation. This
results strongly suggests that the shock does not completely ther-
malized the solar wind protons as efficiently as one would obtain
in a fluid description of the interaction.

Examination of the magnetic field pressure shows considerable
variation as well. Since the pressure at the shock jump is consider-
ably smaller than the pressure scales plotted on Fig. 8a–c, one does
not notice many features of the magnetic field pressure until one
reaches the barrier region, which on these plots is between 1.2Rm

and about 1.4Rm. The peak of the magnetic pile up boundary is
found to be around 1.3Rm. However, the peak value changes by
roughly 30–40% in the 2-s time span; less than 0.15 nPa to just un-
der 0.2 nPa.

The thermal pressure is also very time dependent and spatially
varying. This is not surprising given kinetic behavior of the shock
interaction region, see Figs. 3 and 5. One also notes that pressure
does not seem to be a constant. This is due in part to streaming
of the Hþ in directions other than the Sun–Mars directions, and
to the fact that the scalar pressure constructed is not revealing
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the true peaks in pressure found when examining the actual pres-
sure tensor and its components. The off-diagonal elements of the
pressure tensor have not been included in this presentation of
the data and yet they are comparable to the diagonal components.
Examining Fig. 8a and b, and comparing the region where Hþ pres-
sure is dominate, Fig. 5, one sees that the ‘‘drop out” region in the
‘‘sum of pressures” curve (1.3–2Rm) is where the off-diagonal pres-
sure elements are largest. The level of the drop as compared to the
incoming solar wind ram pressure provides a rough estimate of
how much pressure is contained in the off-diagonal components.

These issues and the temporal/spatial variations makes it very
clear that code comparison and even comparison to data are very
difficult. It further illustrates the difficulty one encounters when
analyzing the data. A detail comparison would require all parties
to decide on what elements of the pressure to compare and in what
coordinate system, Sun–Mars, or magnetic where P? and P� are
then the orthogonal components. It also suggests that the hybrid
results need to be time-averaged over at least the inverse cyclotron
frequency if not the proton ion gyro-period when comparing to the
MHD results.

7. Shock location

One of the more interesting things that was compared at the
Chapman conference was the shock location. While it is of interest,
it has not been a point of major interest for our research. Why? The
shock on Mars has been shown to be extremely variable. This is in
fact due to the electromagnetic wave nature of the shock (Vignes
et al., 2000; Trotignon et al., 2006; Mazelle et al., 2004; Brecht
and Ferrante, 1991). However, it is interesting to note that even
within the parameters specified for the Chapman conference or
not specified as the case may be there is a variation of the shock.
It was noted that the shock location provided for the comparison
was further out than the nominal shock envelop provided by data
averages. Other simulations seemed to match better. The MHD
codes must provide a fluid result, symmetrical in all regions and
smooth. The hybrid codes provided varying results and a lot of that
was based on planetary boundary conditions. But, more interest-
ingly was that some groups included the mass loading created by
the EUV ionization of the neutral corona surrounding Mars in their
simulations and others such as ours Brain et al. (submitted for pub-
lication) did not.

It was decided to make an additional run with the ionized com-
ponent of the neutral corona in the simulation. The results can be
seen in Fig. 9a and b which show the shock location in the same
format as in Brain et al. (submitted for publication). In Fig. 9a
one sees the shock location without the additional ionization. In
Fig. 9b one sees the shock at the same time step as before with
the contribution from the ionized neutral corona included in the
simulation. The additional ionization produces a noticeable move-
ment of the shock location and one that makes it fit better into the
Fig. 9. (a) Shock envelop with no ionization of the neutral corona in the simulatio
envelop especially on the flanks. The purpose of this comparison is
to point out that adding this small additional source of ionization
(mass loading) changes the wave characteristics around the planet,
and since the shock is formed and structured by electromagnetic
waves and ion reflection, changing the characteristics changes
the shock shape. So when examining details or performing code
comparisons, at least within the hybrid code groups even the neu-
tral corona must be specified, something no one had thought to do
before the comparison.

8. Discussion

The SWIM comparison was an excellent idea and has led to
some interesting insights into the simulation state of the art and
what it will take to compare to the data. The realization that the
distribution functions are often not Maxwellian and the pressure
is a tensor versus the scalar assumption illustrates some of the
underlying issues with the data collection and interpretation itself.
Nevertheless, the comparisons have led the authors to rethink our
diagnostics and some of the simulations that need to be performed.
It has also illustrated areas of sensitivity and those requiring fur-
ther specification for a more comprehensive comparison with
other codes, much less with the data.

The exercise in computing the pressure in the sub-solar direc-
tion also illustrated that although the particle loading algorithm al-
lows us to load at any resolution desired. The field and the data
analysis grid resolution needs significant improvement in resolu-
tion. Given what was been shown, the resolution of the grid needs
to have a 50 km radial resolution. As discussed in Ledvina and
Brecht (submitted), the chemistry resolution had to be improved
to cells of less than 20 km, and probably around 10 km. This has
been completed and tested as was shown in the afore mentioned
paper. Further, work involving collecting the pressures and such
will need to use the more sophisticated allocation schemes used
in the code itself, thus reducing noise.

One of the more interesting aspects of the research reported
was the presence of parallel fields. They are not strong but may
well explain some of the auroral data taken in recent Mars mis-
sions. However, the location of these parallel fields leads naturally
to the issue of addressing the crustal fields. The presence of the
crustal fields clearly has the potential to change the ion pickup
rates from Mars. There are at least three magnetic field models
presently being used. They are by Purucker et al. (2000), Arkani-
Hamed (2001), and Cain et al. (2003). Fig. 10 shows the 100 nT sur-
face from the Purucker model. It clearly shows the rather mottled
structure of the field surfaces and the fact that orientation with re-
spect to the solar wind will probably be a parameter to be ad-
dressed. In Fig. 10 one is seeing the crustal fields from the
direction of the sun. It is clear that in the region (southern hemi-
sphere/bottom) where slow ion pick up is occurring due to parallel
electric fields there exists many of the strongest crustal fields as
n. (b) Shock envelop with ionization of the neutral corona in the simulation.



Fig. 10. Using the Purucker magnetic field model the 100 nT surface levels of the
crustal fields on Mars are plotted.
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well as the most strongly clustered sites of crustal fields. The loca-
tion of the slow ion pickup will change as the IMF is changed, as it
is the convection electric field that defines ‘‘poles” for the purposes
of ion pickup, not the frozen regions on the planet.

The crustal fields present a major computational challenge to
kinetic codes because the ion gyrofrequency increases linearly
with magnetic field and the spatial resolution must go down to
continue to resolve the ion gyroradius. Following the placement
and resolution of an ionosphere in the codes, the next challenge
is the inclusion of these fields. It is expected that the results that
have been obtained so far will be modified by the presence of
the crustal fields.

9. Summary

The hybrid particle simulations performed for the code compar-
isons and as a continuation of our research show Mars to be very
sensitive to changes in input conditions, boundary conditions
(both numerical and physical, the neutral profiles for example). It
is yet to be determined if core pieces of information such as the
global loss rate are in fact as sensitive given that somewhat differ-
ing numerical approaches produce similar answers. However, as
the simulation tools are refined and known weakness addressed
the sensitivities with regard to important issues will be discovered.
Therefore code comparisons as well as comparisons with data are
crucial to the evolution of our knowledge about Mars.

The detection of parallel electric fields was a surprise. It is inter-
esting to note that estimated magnitudes and associated potential
drops seems consistent with estimates and energies associated
with auroral data taken to date. It is also worth recalling that these
structures are temporally and spatially varying. Further, research
needs to be undertaken to address these features in light of higher
resolution of the electromagnetic grid as well as the chemistry grid.

The future of the present research includes increasing the
numerical resolution by factors of at least 6. It will focus on the
parallel electric fields that seem to play a role in the pick up of ions
on the side opposite the convection electric field. With the new
resolution the roll of crustal fields in the ion loss and solar wind
interaction will be revisited.
This paper has shown the kinetic behavior of the interaction,
but it also illustrated where considerably more work needs to be
performed in order for these simulations to reach the level of fidel-
ity necessary to make definitive statements about Mars’ interac-
tion with the solar wind in the past, now, and in the future. It
was also the goal of this paper to illustrate that comparisons with
functional dependencies is in our mind crucial. Finally, it is still not
clear if ion pickup can explain the loss of water from Mars. How-
ever, the loss rates measured for the simulations at EUV fluxes
higher than solar maximum suggest ion pickup is a viable mecha-
nism. More research needs to be undertaken to place reasonable
levels of uncertainty on the results of the simulations to date. Fur-
ther code comparisons should accomplish this task.
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